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Abstract—The state-of-the-art of random finite set (RFS)
based approaches for multi-sensor multi-object setups solve
the classification and track estimation jointly in a Bayesian
style. This is computationally demanding and often requires
additional modeling and parameter estimation. Additionally, these
approaches are not designed to make use of direct class estimations,
e.g., from machine learning detectors, but estimate the class based
only on the kinematic features. This work applies a separated track
classification, which uses direct class estimations, to RFS-based
trackers. The proposed approach can be implemented for various
RFS-based multi-sensor multi-object tracking algorithms without
altering their structure and without additional modeling effort.
For the update of the class estimation of a track, three different
methods are presented. The three approaches are demonstrated
and evaluated in combination with a labeled multi-Bernoulli filter
on simulated and real-world data.

I. INTRODUCTION

In multi-object tracking (MOT) setups, the additional in-
formation on the objects’ classes can be used to enhance the
tracking performance, e.g., in the association step [1]. Further,
e.g. in the context of automated driving, subsequent modules
in the processing chain require knowledge on the classes of
the objects [2].

There are several ways to integrate classification methods
into tracking, which can roughly be grouped into two categories:
implicit and explicit methods. The first category uses solely the
same kinematic features that are used for the tracking itself and
thus classifies the objects implicitly from the available tracking
input. The explicit methods require additional information in
form of measurements or estimations on the classes of the
objects as inputs.

For the implicit methods, the problem can be formulated in
a fully Bayesian style. Here, the joint density of the kinematic
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state and of the class is estimated, which theoretically allows
the modeling of arbitrary dependencies between the kinematic
state and the object class. This can improve both, tracking and
classification results [1} [3]]. These methods can, e.g., exploit
class-dependent state models with multiple-model filters [4} 5, |6}
7, or class-dependent measurement models [8]. An advantage
of this approach is the closed and rigorous mathematical
modeling. However, this also implies that a characteristic model
for each class must be developed such that the classes can be
separated only based on these class-dependent models, which
can be a demanding task that is highly application specific. A
good example of that is [8]], which proposes a class-dependent
measurement model for wideband radar observations based on
a 3D scattering center model for maritime ship surveillance.
The method is capable of distinguishing three classes of ships,
but requires a 3D model for each class and is therefore difficult
to extend.

For the implicit methods relying on class-dependent state
models, it is difficult to separate classes with similar kinematic
behavior. This is a severe drawback, especially in the context of
automated driving, where it is important for subsequent modules
to distinguish also categories that behave kinematically similar,
such as a bus and a truck. Additionally, it is not straightforward
to apply the approaches to different tracking algorithms, since
the internal structure of the algorithm needs to be changed.

Moreover, using these implicit concepts within tracking
methods makes the trackers usually computationally demanding
as they often depend on sampling methods [9]. The authors
of [9]] tackle this computational burden by assuming that only
the marginals of the objects’ states and classes are of interest.
This leads to the assumption that the measurements to infer the
kinematics and to infer the classes are independent, which then
allows to build a model upon feature-to-class and feature-to-
measurement models. However, this approach also needs highly
application-specific knowledge because explicit relationships
between measurements as well as states on the one hand and
classes on the other hand need to be modeled. In the end, the
problem of increasing the number of classes still prevails.

For the explicit methods, the required class information
input can come, e.g., from a machine learning detector, which
not only detects the kinematic features of the objects for the
actual tracking task, but also performs a class estimation for
the detected objects [10, |11} [12]. In [13], the class estimation
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Fig. 1. The proposed track classification framework for RFS-based trackers.
It uses the associations of the tracker to update the current class distribution
with the object class of the detector.

Track Classifier

of a detector is used to enhance the association step of a
random matrix interacting multiple-model filter. While this
is computationally substantially cheaper than the implicit
approaches, it lacks the mathematically rigorous formulation of
recent state-of-the-art multi-sensor MOTs that use the random
finite set (RFS) framework [[14]. RFS and finite set statistics
(FISST) is a theory that unifies much information fusion in a
single Bayesian frame [[15]]. Also, due to the feedback from
the classifier back into the tracker, the tracker can loose its
desired mathematical properties.

Therefore, we propose to strictly separate the estimation
of the kinematic state and that of the class. This yields a
computationally cheap classification and, since we will not
have feedback from the classification into the tracker, retains the
desired properties of the tracker. Additionally, as the detector
usually has access to much more information on an object than
it provides to the tracker, it is easier to add and distinguish more
classes. Furthermore, the method will automatically benefit
from the increasing performance of machine learning detectors
[16].

To the best of our knowledge, this paper is the first to propose
such a separate classification for RFS-based trackers. Figure [I]
shows the general architecture of our method. It assumes that
each detected object is annotated with a class, which ,e.g., can
either be estimated by the detector directly, or by an external
classifier. The object detections are then, as usual, processed
by the tracker. The association of the RFS tracker between
detections and tracks is reused in the classification step. There,
the object class estimation of the detector is used to update
the current class distribution of the internal multi-object state
of the tracker. The key characteristic of our method is that
it allows track classification without altering the structure of
an existing tracker. In principle, it is also possible to use the
kinematic information of the tracker for object classification.
This, however, is not investigated in this work.

For the update of the class distribution, we present three
different approaches. The first one assumes conditional indepen-
dence of the object class estimations of the detector, resulting
in the Bayes parallel combination rule. The other two are
based on subjective logic (SL) [17]], which is a framework that,
among other things, explicitly models the statistical uncertainty.
We will show that all three approaches benefit from their low

computational complexity compared to approaches of the first
category and enhance the classification performance compared
to the native, single-frame, performance of the detector. The
main contributions of the paper are

o a novel framework that uses direct class estimations in
combination with an RFS tracker for track classification
and

e a novel SL operator for the fusion of different class
estimations.

After a summary of the mathematical and algorithmic
background in Section [II, our method will be elaborated in
detail in Section There, we first describe the general
framework and then present the three variants for updating
the track class estimates. We evaluate the method and discuss
all three class update variants for the labeled multi-Bernoulli
(LMB) filter [18]] on simulated and real-world data from an
automated vehicle in Section Finally, our paper closes with
some conclusions and an outlook in Section [Vl

II. BACKGROUND

This section summarizes the basics from literature required
for our method and the overall framework, as illustrated in
Fig. [1] like possible detectors and the RFS tracker.

A. Detector

As shown in Fig. [I] the detector delivers the required input
for the tracker to update the kinematic state of the tracks. In our
method, the only additional requirement on the detector is that
each detection also comes with a class estimate. In general, this
class estimate can either be directly produced by the detector
itself, or by an additional object classifier. However, since most
detectors, like [10]], [12]], [11], [19] and many others, jointly
perform detection and classification, we simplified our figure
to match this case. We interpret the classifier output as the
posterior probability P(c|d) of class ¢ based on the raw data
d processed by the detector.

B. Multi-Object Tracking

We consider multi-sensor MOT algorithms based on FISST
theory [|15]. These algorithms estimate the number and states
of the objects simultaneously in a Bayesian manner, i.e., a
separate prediction and update step (ignoring joint prediction
and update schemes for the sake of simplicity). For this, the
former step predicts the current multi-object state density over
time, which is then corrected using sensor measurements [|15]],
cf. Fig. [} The key element for this is the definition of an
RFS X € F(X), where F(X) is the set of all finite subsets
of a space X. There are various trackers using this concept,
notably the generalized labeled multi-Bernoulli (GLMB) filter,
which is the first analytically closed MOT filter for labeled
RES [20]], the labeled multi-Bernoulli (LMB) filter [18]], which
is a real-time capable approximation of the GLMB filter, and
the Poisson multi-Bernoulli mixture (PMBM) filter [21]] for
unlabeled RFS.

The key property that we use in our classification approach
is that each track in the above-mentioned filters has a unique



measurement-to-track association in the update step. In this
paper, we demonstrate our classification approach on the LMB
filter, which is shortly introduced in the following. Here, 7
denotes the probability measure for labeled RFS, r and p
are the existence probability and the spatial distribution of a
Bernoulli RFS, respectively, and ¢ € IL denotes a label. Values
with a label are indicated by bold face, and the subscript +
denotes predicted values [15]). If the predicted density is an
LMB with parameters 7 = {r$)7 P(l)}zeL . » then the updated
density is a GLMB with [[18]]

m(X12) = AX) Y w(2)6:(L(X)) [p(12)] ()
(I,0)EF(Ly)xO

X € F(X x L) describes the state of the tracks, Z € F(Z)
is the multi-object measurement, © is the space of all valid
measurement-to-track associations 6 € ©, and w(!?)(Z) is the
weight of the hypothesis (I,0) € F(Ly) x ©, which implicitly
expresses the association uncertainty [20]. Hence, the associ-
ation @ connects the states with the measurements. However,
as the LMB filter approximates this GLMB distribution by an
LMB distribution with parameters [[18]

rO= 3 wI0(2)1), (2a)
(1,0)eF(L4)x©
1

= > w@DuOF0, @b

(I,§)eF(Ly)x©

this connection gets lost afterward. Yet, our approach works
for the LMB filter by performing the same weighted averaging.

C. Combining Classifiers

We assume the following situation: An object belongs
exclusively to one class ¢ € C. A classifier tries to estimate
the class based on some input d. In the following, the density
of a continuously random variable is denoted with f, and the
probability of a discrete random variable is denoted with P.

The combination of different classifiers with potentially
different input features aims to increase accuracy and is itself
a vast topic [22]]. Based on the interpretation of the classifier
output, different fusion rules are proposed in the literature. If
the output is interpreted as fuzzy membership, fuzzy rules [23]]
can be applied; if interpreted as belief or evidence, Dempster-
Shafer techniques [24} [25]] can be used.

If, otherwise, the output is interpreted as posterior probability
P(c|d), like we also do, [26}[27, 28] suggest using an average or,
more general, some other linear combination of the individual
estimations. Whether this can be theoretically justified must
be checked individually.

If the different inputs d; are conditional independent, i.e.,
f(dy,....dplc) =TT, f(di|c), the following rule is a direct

consequence of Bayes [22]:

P(eldy,...,dy) < f(dy,...,du|c)P(c) (3a)
= P(o) [ ] f(dile) (3b)

=1
o P(e)t™™ ﬁP(c\di). (3c)

i=1
This is sensitive in the sense that if even one classifier assigns
a zero probability to a class, this class cannot be estimated
regardless of the other classifiers.

In practice, other rules like the sum rule [22, 29] have
proven to be more robust and deliver better results. Thereby, the
multiplication is replaced by a summation. This is theoretically
justified if the estimated posterior probabilities do not differ
much from the prior and when neglecting higher order terms
[22]. Thus, if P(c|d;) = P(c)(1+¢;) with small &, it follows
from (@) that

n

P(e)' " [ Plelds) = P(e) [](1 + &) (4a)
=1 i=1

=P(c) |1+ zn: g +0O(EH | (4b)

~ (1—n)P(c) + Z P(c|d;), (4c)

where O(g?) collects higher order terms of ¢ in the big-O
notation. This leads to the following sum rule [22]

P(cldy,...,dn) < (L—=n)P(c) + > P(cld;).  (5)
=1

The authors of [30] suggest a different setup by applying a
Dirichlet conjugate prior to the unknown parameter p of the
categorical distribution of the class c. This yields the model

c ~ Cat(p), (6a)
p ~ Dir(a). (6b)

They motivate this by arguing that, for every sensor and
measurement, the probability of measuring a specific class
is independent [30]. In their work, they use the generative
density f(d|c;) as input. However, since we do not expect a
detector to deliver this density, we adapt their method to the
more common posterior estimates.

D. Subjective Logic

The general idea of SL is to extend probabilistic logic by
explicitly including the uncertainty about probabilities and
multiple subjective beliefs about the same statement [|17]].
The key element in SL is an opinion w, where each opinion
corresponds to a Dirichlet distribution [17]]. For the sake of
brevity, we avoid any required knowledge on SL. Therefore,
we describe our proposed methods completely self-contained
based on Dirichlet distributions. However, it is straightforward
to transfer them into the SL opinion notation.



ITII. TRACK CLASSIFICATION METHOD

This section describes in detail our proposed track classifier
framework summarized in Fig. 1| Belonging to the explicit
methods, our approach makes use of the class estimation of
the detector to perform the track classification. There are two
main points that need to be addressed:

« How to associate the object class estimation of the detector

to the tracks?

o How to update the track class with the object class?

A straightforward answer to the first question is to reuse
the associations of the filter. In an implementation, this can be
achieved by augmenting the traditional state and measurement
space with the classification information. The MOT does not
use the augmented state, but whenever a measurement is used
to update a state, the class estimation of that state is updated
by that of the measurement. Theoretically, this can be justified
if the object detection measurements and the object class
measurements of the detector are independent. Additionally,
the independence of the kinematic and classification state must
be assumed.

The remainder of this section addresses the second question,
i.e., we propose different discounting approaches and fusion
operators based on Bayes’ rule and SL for the prediction and
for the update step.

A. Prediction

In the prediction step of the MOT, we perform a discounting
of the class estimation with parameter ¢ € [0,1]. With § < 1,
the method discounts knowledge from previous time steps.
This has a regularizing effect and puts more weight on the
current estimation. It can be especially advantageous if the
class of an object is not assumed to be fixed in time. With the
extreme value § = 0, the method discards all old knowledge
and effectively uses only the current measurement for the
estimation.

1) Bayes Method: The Bayes method implements the
discounting by a weighted average between the estimated
distribution and a uniform distribution or, more general, some
other categorical distribution. For the uniform distribution, this

yields
1
Pler) = 0P(e) + (1 =)y

More generally, this could be seen as a Markov process, where
D is an appropriate Markov matrix, i.e.,
P(cy) = DP(c). )

2) Subjective Logic-based Methods: The two SL-based
methods implement the discounting by the well-known trust-
discounting operator [[17] with the same parameter J.

N

B. Update

As we use the MOT association to map the class estimates
to tracks, we can focus the description on the update of one
track with one measurement only. In the multi-sensor case it is
assumed that the update from different sensors can be applied

1)__H 1] _H 1
Sensor 1 —[cld] [——|cldy |—» = [cldy,
® ® ®
Sensor 2 —)» c\d% ¢Ia—) c\d% ﬂ) c|dz
® ® ®
Sensor n —|c|d] | —=|c|dy | —» - [cld};
Class Estimation | c|d clds cldy
—/ —/ —/

Fig. 2. The classification approach with Bayes method. B denotes the sum
rule and @ the product rule. ¢ denotes the data at time ¢ of sensor j and d;
denotes the data of all sensors at time <.

one after the other. Note that this does not limit the MOT,
which can handle the multiple measurements differently.

1) Bayes Method: This method is based on [22]. In the
single-sensor case, the same sensor estimates the class of the
track at different times. This means that the sensor measures
the same features, maybe from different perspectives, of the
same object. As the features and also the detection and
classification approach stay the same, there should be a high
temporal dependency between the class estimations. Thus, the
estimations should not change much over time, so applying the
sum rule (3) is preferred over the product rule for this case.

In a synchronous multi-sensor setup, different sensors esti-
mate the class at the same time. If the sensors are independent,
e.g., by measuring different features with different sensor
technologies, the independence of the sensors and, thus, of the
class estimations justifies the application of the product rule
@).

This yields the procedure shown in Fig. 2] where class
estimations of different sensors are fused with the product rule,
and estimations of the same sensor at different times are fused
with the sum rule. Finally, to get an estimation ¢ of the class
of a track, we choose the most likely class

¢ =arg max P(ci|dy, ..., dg).

©))

2) Subjective Logic Moment Matching Method: We adapt
the model of [30] to handle the posterior estimates of the
detectors. We apply a Dirichlet prior with parameter « to the
categorical distribution of the class with parameter p

¢ ~ Cat(p), (10a)
p ~ Dir(a). (10b)
If P(c;|d) =1 for some 4 and P(c;|d) = 0 for all other j # 4,

the posterior of p given class ¢; is given by the well known
formula [30]

N — P(cilp) fa(p) )

i) = Ja P(cilp) fa(p)dp (11a)
__pifalp) _

~ [apifa(p)dp forte: (p), (11b)

where e; is the i-th standard basis vector, A is the support of
the Dirichlet distribution, and here and in the following f,



denotes the density of a Dirichlet distribution with parameter «.

The calculation uses the fact that p; fo(p) = % fate, (p) With
S =), a;, which can be shown by a direct comparison of
the two densities.

More general, let P(c;|d) =1; € [0,1]. Then

p\d Zf |Cl Cz|d)
= Zlifm p)

This is a mixture of Dirichlets, where each component is the
result of the update (IT) with a certain class and with the
weight given by the probability of that class.

The problem is the rowmg number of mixtures. After n
updates, we have ("TC‘;C 1
Thus, a practical implementation requires a suitable pruning
or merging strategy. We propose to approximate the mixture
by a single Dirichlet distribution using the moment matching
(MM) approach from [30] as a computationally cheap and
analytically closed solution. The parameter & of the single
Dirichlet is given by [30]

& = . 2ok (T = o) (1 — my)
C S (o — )P (1= g
where mj, and vg are the first and the second non-central
moments. In doing so, the expected value is preserved and
the covariance is approximated in the least squares sense. The
values for my, and vy, are computed using (I2)) and result in

(12a)

(12b)

13)

my, = E[pg|d] = ./pkE:lﬁHfz )dp (14a)
v = Elpld] = / Y lifare iy (50
_ (1+Oék)(ak+2lk)7 (15¢)

(1+5)(2+59)

where J;; is the Kronecker-delta. This approximation can be
applied at any time, e.g., after every update step or when the
number of components exceeds a given threshold.

To estimate the class, first, the parameter p gets marginalized
out, and then the most likely class is chosen. If the posterior
is given by a Dirichlet with parameter «, this yields

1822
5
In this method, we do not need to differentiate between
single and multi-sensor setups, but regardless of their origin,
measurements at the same time step are fused using the
procedure described above.

Because of the connection between Dirichlet distributions

and SL, we call this the SL MM method. Note, however, that

¢ = arg max P(c|a) = arg max (16a)
Ck Ck

= O(n/®I=1) mixture components.

the update rule (T2) together with the merging (I3) define a
newly developed SL operator for fusing probabilistic evidence.
3) Subjective Logic Cumulative Belief Fusion Method:
Another possibility for the update in an SL sense can be based
on the quite commonly used cumulative belief fusion (CBF)
operator [17]. For this, the object class estimation is interpreted
as an SL opinion, i.e., the class estimation P(c|d) is transferred
to a Dirichlet distribution with parameter oz = g + P(c|d),
where «y is a prior. Then, the parameter oy, after the update of
ap—1 18 given by oy = ai—1 + az. In this method, we again
do not need to differentiate between single and multi-sensor

setups. We refer to this method as S CBF.

IV. EXPERIMENTAL RESULTS

In this section, we evaluate and compare our proposed
methods in simulation and on real-world data. First, we describe
the different experimental setups, then we present the results.

A. Experimental Setups

For the scenarios, we consider five different classes, i.e.,
Pedestrian, Car, Truck, Bike, and Unknown. In the simulation,
the ground truth class of an object is fixed in time and randomly
selected at the birth of an object. In the real world experiment,
the ground truth of the objects neither changes over time.
The approximation of the mixture in the SL. MM method is
performed after every update step. An LMB filter [18] is used
as an example for RFS filters to retrieve the measurement-to-
track associations for the classifier in the multi-object scenarios.
For the single-object evaluations, however, no actual tracking
is required for evaluating the classifier, because the association
is known beforehand. The association of tracks to the ground
truth is done with the association computed by the generalized
optimal sub-pattern assignment metric (GOSPA) metric [31]].
As we do not evaluate the tracking performance, the GOSPA
itself is not shown. The classification performance is evaluated
with the weighted average F1-score. To compare the results of
the different setups, the performance is not plotted over time,
but over the track age measured in update steps k and averaged
over all tracks with the same age.

1) Real-World: For the real-world experiment, we use one of
our automated vehicles at the Institute of Measurement, Control
and Microtechnology at Ulm University, which is described in
[32].The tracking uses one Velodyne VLP 32 lidar sensor with
the detector described in [33]] and three Continental ARS 408
radar sensors, where each sensor has its own detector based
on [34]). Figure [3| shows the path of the ego vehicle in black
as well as the class and the path of the tracked objects. The
ground truth class of each track is labeled manually based on
camera data. It is sufficient to label only tracks, as we are only
interested in the classification performance and do not evaluate
the tracker itself.

2) Multi-Object Simulation: We use the software in the loop
(SIL) framework [36] to simulate a scenario similar to the real-
world setup. The ego-vehicle in the simulation follows a fixed
path in the map of Fig. [3| and tracks other vehicles. The other
vehicles are spawned at random time intervals at fixed locations
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Fig. 3. Tracks with ground truth class. In total, 367 tracks corresponding to
real objects are computed. 76% of these tracks belong to cars, 3% to trucks,
16% to pedestrians, and 5% to bikes. Map from [35].
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Fig. 4. Classification result and the probability of the estimated class with
different parameters of the Dirichlet distribution that models the detector with
1 = 0.1 fixed and for varying h.

and follow a path that intersects the ego-vehicle’s field of view.
The ego-vehicle uses the same sensors for tracking as in the
real experiment. Each sensor has its own detector that correctly
classifies an object to 50%, otherwise a randomly chosen class
is selected. The selected class has always a fixed probability
of 80%. The remaining 20% are distributed equally among the
remaining classes. The experimental results with this setup are
averaged over 150 Monte-Carlo (MC) runs. This yields around
3000 samples per time step k, as each MC run is composed
of multiple objects and tracks.

3) Single-Object Simulation: As mentioned before, in this
setup, no actual tracking is required to evaluate our classifier.
The class estimation of the detector is modeled by a Dirichlet
distribution with parameter a”. If the true object class is ¢;,
then o = h and a]D = [ for all other j # ¢ with h > [. One
object class estimation is then sampled from that distribution.
An often observed characteristic of machine learning-based
detectors is that a high probability is estimated even for falsely
classified objects. This behavior can be captured with values
h,l < 1, which result in a density where most of the weight
is in the corners of the support of the Dirichlet distribution.
Figure [ shows the average behavior of the detector model
from 1000 MC runs. Depending on the value of [ and h, the

performance varies between extremely bad and nearly perfect.

However, the probability of the estimated class P(¢) is almost
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Fig. 5. Classification result with varying detector quality for a single-sensor
setup with detector parameters [ = 0.1 and varying h.

constant at 80%. The experimental results with this setup are
averaged over 1000 MC runs per time step k.

B. Results from Single-Object Simulations

In this section, we evaluate three different experiments with
the setup described in Section

1) Varying Detector Quality: Figure [5] shows the mean
Fl-score in a single-sensor setup with detectors of different
classification quality. In the single-sensor case, we apply the
sum rule to fuse the Bayes estimations, as does the SL. CBF
operator, which also sums up the different evidence. Thus, in a
single-sensor setup, the Bayes and S CBF methods result in
exactly the same estimation. Therefore, they are shown together
as one curve.

The quality of the detectors ranges from a very bad FI1-
score of about 0.2 up to a very good one of about 0.9.
The results show that the fusion is, in all cases, beneficial
compared to the native single-frame performance of the detector.
The improvement is not linear: while the classification with
detectors with a single time step Fl-score of 0.4 or better
achieve a nearly perfect score after at least 40 time steps,
the classification with the worst detector in the figure would
need roughly 400 time steps to achieve a nearly perfect score.
Further, the difference between the various proposed methods
vanishes for high values of h, i.e., for high-quality detectors.

Remarkable is the slightly worse behavior of the SL MM
method, especially with worse detectors. This behavior is
not caused by the approximation of the mixture, but is a
direct consequence of the model, which represents time-varying
classes. In the internal model, at every time step, the class is
drawn randomly from the categorical distribution (I0a). While
this reduces the performance in ideal settings, it enhances the
method’s robustness. Figure [6] shows exemplarily the effect of
switching detector performance. At time step 50, h raises from
0.12 to 0.2. While the Bayes and the SL CBF methods perform
better for any fixed h, the SL MM method outperforms the
other two in the switching situation.

2) Varying Number of Sensors: Figure [/| shows the perfor-
mance using a varying number |S| of independent sensors
and detectors. An increasing number of sensors increases
the classification performance. The SL MM and the SL CBF
methods handle measurements of different detectors and of
different time steps k equally. This means that n times the
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Fig. 6. Classification result with a single-sensor setup with and without
switching detector performance by a switching h parameter at time step 50
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Fig. 7. Classification result with a varying number of independent sensors
|S|, where each sensor has its own detector with parameters [ = 0.1 and
h = 0.25. The results for the SL CBF method are mostly covered by that of
the Bayes method.

number of sensors takes 1/n times the time steps to achieve
the same performance.

C. Results from Multi-Object Simulations

The general characteristics of the different proposed methods
have already been demonstrated using the single-object setup,
and no additional effects have been observed for the multi-
object setup. Therefore, in this section, we present only one
experiment with the setup described in Section [[V-A2] of which
Fig. [§] shows the results. As the SL CBF method has almost
the same behavior as the Bayes method, the plot focuses on
the SL MM and the Bayes method. Similar to the single-
object case, the first few updates increase the classification
performance rapidly. Also, the Bayes method performs in the
beginning slightly better than the SL MM. Because of wrongly
associated measurements, the classification does not reach a
perfect score, and the Bayes method reaches a plateau after
roughly 50 updates. The SL MM method handles the wrongly
assigned measurements better. Its F1-score improves steadily
and becomes higher than that of the Bayes method after approx.
100 updates. This again shows the greater robustness of the
SL MM method, which can be particularly advantageous for
MOT with high association ambiguity.

D. Results from Real-World Data Evaluation

This section presents the results of the real-world data
experiment described in Section Figure [9] shows the
mean F1-score and the score for the two largest classes (cars
and pedestrians). The performance for cars is significantly better
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Fig. 8. Classification results for the multi-sensor setup.
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Fig. 9. Fl-score of the classification in the real-world scenario.

than for the pedestrians, because the detector is optimized for
cars and the driving task. For cars, the two methods perform
almost equally. This is consistent with the result in Fig. [5] for
high-quality detectors. For pedestrians, the SL MM method is
better. This can possibly be explained by the greater robustness
of the method against wrongly assigned measurements as shown
in Fig. |8l We see the real world scenario as a proof-of-concept.
As the performance of the track classification is directly coupled
to that of the detectors, it will automatically benefit from
improvements in the detectors.

E. Computational Effort

To evaluate the computational costs of our methods, we
have measured the processing times of the tracker with and
without our classifier running within the tracking module. The
classification only increases the average processing time of the
tracking module by about 12% for the Bayes method and 16%
for the SL MM method. This is independent of the scenario.
To get some absolute numbers, in this specific scenario with
an average number of about 12 detections, the classification
increases the average runtime for one prediction and update
cycle from 0.74ms to 0.83ms for the Bayes method and 0.87ms
for the SL MM method. The tests have been performed on a
AMD Ryzen 9 7950X CPU with a single-threaded tracking
implementation. Thus, in both cases, the tracking module with
classifier is still real-time capable.

V. CONCLUSION

This work has presented a novel framework for track
classification for RFS trackers based on object class estimations
of an object detector. Our framework can be used for trackers
that have a unique measurement-to-track association in the



update, e.g. RFS trackers, and the algorithm of the underlying
tracker does not need to be changed. For our framework, we
have presented three different methods for updating the class
estimation, one of which additionally defines a novel fusion
operator in the SL framework. All methods clearly improve
the classification performance compared to that of the detector,
while the computational costs are low and scale only linearly
with the number of classes.
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