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Overview

Introspection: Vital for DNN error detection.
Recent Findings:
* Neural patterns and metrics enable introspection.
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* Evaluation: Benchmarks with state-of-the-art

methods.

Methodology

Pre-processing Method: Adopts "Activation Shaping” [1] to simplify
raw neural patterns for Out-of-Distribution (OOD) detection.
Two-Stage Approach:

 Zeroes activation elements below a percentile threshold.

* Processes remaining activations with specific rules.
Modes:

* ASH-P: Keeps remaining activations as-is.

 ASH-B: Sets all values to a positive constant, calculated based

on the sum of all activations.

 ASH-S: Scales up activations by a ratio calculated from the sum

of activations before and after pruning.
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